History of
Class Activation Map (CAM)

2022.02.25.

\ Data Mining
o\ Quality Analytics



SR X AN

Insung Baek

% BHOI (Insung Baek)

» Korea University

« Data Mining & Quiality Analytics Lab
« PhD Candidate (2018. 9 ~ Present)

%+ Research Interest
« Explainable Artificial Intelligence algorthms (Explainable All)
« Game Artificial Intelligence (Game All)

* Application of deep leaming and machine leaming algorithms.

% Contact
 E-maill: insung_baek01@korea.ackr

Copyright © 2022, All rights reserved. -2 - E Data Mlﬂlng
ob Quality Analytics



1. Introduction

2. Class Activation Map(CAM)

3. Gradient based CAM

4. Score-CAM

5. LFI-CAM

6. Conclusions

Copyright © 2022, All rights reserved. -3 - E Data Mlﬂlng
ob Quality Analytics



1. Introduction

\ Data Mining
o\ Quality Analytics



Introduction

O|0|X| ZOf0f|M QIS K|Sl 2

< O[0|X| ZOfe| Ci¥et 2XE F= IS AISO| W=A| 25 QICt,
<« NZ=RO0|AM O|0|X|ZE Soll 22| wd= A= BAlol H| &= 240k= =H0| A E

o O
<« XIS AM| BX|S S0l At T A2 2 e UAE 1 US

Input Data Prediction

Edge-Ring Seratch

CNN

Near-full Edge-Loc

<Hz=goM = /4 x5 B> <XtE FU XS 2l M B>

Reference: https://www.datamaker.io/posts/17/

Copyright © 2022, All rights reserved. -5- E Data Mlﬂlng
ob Quality Analytics



Introduction
Convolutional Neural Network (CNN)
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Introduction
Convolutional Neural Network (CNN)
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Reference: https://alexisbcook.github.io/2017/global-average-pooling-layers-for-object-localization/
Cheng, Chi-Tung, et al. "Application of a deep learning algorithm for detection and visualization of hip fractures on plain pelvic radiographs." European radiology (2019): 1-9.
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Class Activation Map (CAM)
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Learning deep features for discriminative localization

B Zhou, A Khosla, A Lapedriza... , 2016 - openaccess.thecvf.com
In this work, we revisit the global average pooling layer proposed in [13], and shed light on
how it explicitly enables the convolutional neural network (CHN) to have remarkable ...
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- Proceedings of the ..

Abstract

In this work, we revisit the global average pooling layer
proposed in [ 1 7], and shed light on how it explicitly enables
the convolutional neural network (CNN) to have remark-
able localization ability despite being trained on image-
level labels. While this technique was previously proposed
as a means for regularizing training, we find that it actu-
ally builds a generic localizable deep representation that
exposes the implicit attention of CNNs on an image. Despite
the apparent simplicity of global average pooling, we are
able to achieve 37.1% top-5 error for object localization on
ILSVRC 2014 without training on any bounding box anno-
tation.We demonstrate in a variety of experiments that our
network is able to localize the discriminative image regions
despite just being trained for solving classification task'.

Reference: Zhou, B., Khosla, A., Lapedriza, A., Oliva, A., & Torralba, A. (2016). Learning deep features for discriminative localization.
In Proceedings of the IEEE conference on computer vision and pattern recognition (pp. 2921-2929).

Learning Deep Features for Discriminative Localization

Bolei Zhou, Aditya Khosla, Agata Lapedriza, Aude Oliva, Antonio Torralba
Computer Science and Artificial Intelligence Laboratory, MIT
{bzhou, khosla, agata, oliva,torralba}@csail.mit.edu

Brushing teeth Cutting trees

Figure 1. A simple modification of the global average pool-
ing layer combined with our class activation mapping (CAM)
technique allows the classification-trained CNN to both classify
the image and localize class-specific image regions in a single
forward-pass e.g., the toothbrush for brushing teeth and the chain-
saw for cutting trees.
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Class Activation Map (CAM)
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ZX: Zhou, Bolei, et al. "Learning deep features for discriminative localization." Proceedings of the IEEE conference on computer vision and pattern recognition. 2016.
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Class Activation Map (CAM)
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Class Activation Map (CAM)
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Class Activation Map(CAM)
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Gradient based CAM

GradCAM ==
%  Grad-CAM (2017)
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Grad-cam: Visual explanations from deep networks via gradient-based
localization

... 43] and Visual Question Answering (VQA) [3... We find that Grad-CAM lzads to interpretabls
visual explanations for these tasks as compared to baseline visualizations which do not ...
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This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the version available on IEEE Xplore
Grad-CAM:

Visual Explanations from Deep Networks via Gradient-based Localization

Ramprasaath R. Selvaraju'”
Devi Parikh!*?

!Georgia Institute of Technology

{ramprs, cogswell, abhshkdz, vrama,

Abstract

We propose a technigue for producing ‘visual explana-
tions” for decisions from a large class of Convolutional Neu-
ral Network (CNN)-based models, making them more trans-

parent, Our approach — Gradient-weighted Class Activation

Mapping (Grad-CAM), uses the gradients of any target con-

cept (say logits for ‘dog’ or even a caption), flowing into

the final convolutional layer to produce a coarse localiza-

tion map highlighting the important regions in the image for

predicting the concept. Unlike previous approaches, Grad-
CAM is applicable to a wide variety of CNN model-families:

(1) CNNs with fully-connected lavers (e.g. VGG), (2) CNNs

Michael Cogswell!

Abhishek Das'  Ramakrishna Vedantam'*

Dhruv Batral?
2Facebook Al Research

parikh, dbatralfgatech.edu

1. Introduction

Convolutional Neural Networks (CNNs) and other deep
networks have enabled unprecedented breakthroughs in a
variety of computer vision tasks, from image classifica-
tion [24, 16] to object detection [15], semantic segmenta-
tion [27], image captioning [43, 6, 12, 21], and more recently,
visual question answering [3, 14, 32, 36]. While these deep
neural networks enable superior performance, their lack of
decomposability into intuitive and understandable compo-
nents makes them hard to interpret [26]. Consequently, when
today’s intelligent systems fail, they fail spectacularly dis-

Reference: Selvaraju, R. R., Cogswell, M., Das, A., Vedantam, R., Parikh, D., & Batra, D. (2017). Grad-cam: Visual explanations from deep networks via gradient-based localization.

In Proceedings of the IEEE international conference on computer vision (pp. 618-626).
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Gradient based CAM
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Figure 2: Grad-CAM overview: Given an image and a class of interest (e.g., ‘tiger cat’ or any other type of differentiable output) as input, we forward propagate the image
through the CNN part of the model and then through task-specific computations to obtain a raw score for the category. The gradients are set to zero for all classes except the
desired class (tiger cat), which is set to 1. This signal is then backpropagated to the rectified convolutional feature maps of interest, which we combine to compute the coarse
Grad-CAM localization (blue heatmap) which represents where the model has to look to make the particular decision. Finally, we pointwise multiply the heatmap with guided
backpropagation to get Guided Grad-CAM visualizations which are both high-resolution and concept-specific.

Reference: Selvaraju, R. R., Cogswell, M., Das, A., Vedantam, R., Parikh, D., & Batra, D. (2017). Grad-cam: Visual explanations from deep networks via gradient-based localization.
In Proceedings of the IEEE international conference on computer vision (pp. 618-626).
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Grad-cam++: Generalized gradient-based visual explanations for deep
convolutional networks

A Chattopadhay, A Sarkar, P Howlader. .. - 2018 |[EEE winter ..., 2018 -
Over the last decade, Convolutional Neural Network (CNN) modsls have been highly
successful in solving complex vision based problems. However, deep models are perceived as
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2018 IEEE Winter Conference on Applications of Computer Vision

Grad-CAM++: Generalized Gradient-based Visual Explanations for Deep
Convolutional Networks

lAdirya Chattopadhay*
IIT Hyderabad

adityac@iith.ac.in

Anirban Sarkar”
IIT Hyderabad

csléreschl1006@iith.ac.in

Prantik Howlader®
Cisco Systems, Bangalore

prhowlad@cisco.com

Vineeth N Balasubramanian
IIT Hyderabad

vineethnb@iith.ac.in

Abstract

Over the last decade, Convolutional Neural Network
(CNN) models have been highly successful in solving com-
plex vision based problems. However, deep models are per-
ceived as “black box” methods considering the lack of un-
derstanding of their internal functioning. There has been
a significant recent interest to develop explainable deep
learning models, and this paper is an effort in this direc-

learning is fundamentally different from earlier Al systems
where the predominant reasoning methods were logical and
symbolic. These early systems could generate a trace of
their inference steps, which then became the basis for ex-
planation. On the other hand, the effectiveness of todays
intelligent systems is limited by the inability to explain its
decisions and actions to human users. This issue is espe-
cially important for risk-sensitive applications such as se-
curity, clinical decision support or autonomous navigation.

Reference: Chattopadhay, A., Sarkar, A., Howlader, P., & Balasubramanian, V. N. (2018, March). Grad-cam++: Generalized gradient-based visual explanations for deep convolutional networks.
In 2018 IEEE winter conference on applications of computer vision (WACV) (pp. 839-847). IEEE.
N
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Reference: Chattopadhay, A., Sarkar, A., Howlader, P., & Balasubramanian, V. N. (2018, March). Grad-cam++: Generalized gradient-based visual explanations for deep convolutional networks.
In 2018 IEEE winter conference on applications of computer vision (WACV) (pp. 839-847). IEEE.
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Figure 3. An overview of all the three methods — CAM, Grad-
CAM, Grad-CAM++ — with their respective computation expres-
sions.

Reference: Chattopadhay, A., Sarkar, A., Howlader, P., & Balasubramanian, V. N. (2018, March). Grad-cam++: Generalized gradient-based visual explanations for deep convolutional networks.
In 2018 IEEE winter conference on applications of computer vision (WACV) (pp. 839-847). IEEE.
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Reference: Chattopadhay, A., Sarkar, A., Howlader, P., & Balasubramanian, V. N. (2018, March). Grad-cam++: Generalized gradient-based visual explanations for deep convolutional networks.
In 2018 IEEE winter conference on applications of computer vision (WACV) (pp. 839-847). IEEE.
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Score-CAM: Score-weighted visual explanations for convolutional neural Score-CAM:
networks Score-Weighted Visual Explanations for Convolutional Neural Networks
HWang, £ Wang, M Du, F Yang... - Proceedings of the .._, 2020 - openaccess.thecvf.com
... called Score-CAM based on class activation mapping. Unlike previous class activation mapping
based approaches, Score-CAM .. \We demonstrate that Score-CAM achieves better visual . Haofan Wang', Zifan Wang', Mengnan Du?, Fan Yang?,
fr ME g9 OIS 1473 918 ETERE MK K HE 5 Zijian Zhang®, Sirui Ding®, Piotr Mardziel', Xia Hu?
!Carnegie Mellon University, ?Texas A&M University, *Wuhan University
{haofanw, zifanw}@andrew.cmu.edu, {dumengnan, nacoyang}@tamu.edu,
zijianzhang0226@gmail.com, sirui.ding@whu.edu.cn, piotrm@gmail.com, xiahu@tamu.edu

Abstract Input Grad-CAM Grad-CAM++ Score-CAM

Recently, increasing attention has been drawn to the in- - >
ternal mechanisms of convolutional neural networks, and -
the reason why the network makes specific decisions. In
this paper, we develop a novel post-hoc visual explanation
.

method called Score-CAM based on class activation map-
Figure 1. Visualization of our proposed method, Score-CAM,

ping. Unlike previous class activation mapping based ap-
proaches, Score-CAM gets rid of the dependence on gradi-

along with Grad-CAM and GrdCAM++. Score-CAM shows
higher concentration at the relevant object.

ents by obtaining the weight of each activation map through
its forward passing score on target class, the final result
is obtained by a linear combination of weights and activa-
tion maps. We demonstrate that Score-CAM achieves better
visual performance and fairness for interpreting the deci-

Reference: Wang, H., Wang, Z., Du, M., Yang, F., Zhang, Z., Ding, S., ... & Hu, X. (2020). Score-CAM: Score-weighted visual explanations for convolutional neural networks.
In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition workshops (pp. 24-25).
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Reference: Wang, H., Wang, Z., Du, M., Yang, F., Zhang, Z., Ding, S., ... & Hu, X. (2020). Score-CAM: Score-weighted visual explanations for convolutional neural networks.
In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition workshops (pp. 24-25).
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Phase 1

.....

- output

*' Linear combination

® Point-wise manipulation

Figure 3. Pipeline of our proposed Score-CAM. Activation maps are first extracted in Phase 1. Each activation then works as a mask on
original image, and obtain its forward-passing score on the target class. Phase 2 repeats for /V times where IV is the number of activation
maps. Finally, the result can be generated by linear combination of score-based weights and activation maps. Phase 1 and Phase 2 shares a
same CNN module as feature extractor.

Reference: Wang, H., Wang, Z., Du, M., Yang, F., Zhang, Z., Ding, S., ... & Hu, X. (2020). Score-CAM: Score-weighted visual explanations for convolutional neural networks.
In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition workshops (pp. 24-25).

Copyright © 2022, All rights reserved. -41 - E Data Mlﬂlng
ob Quality Analytics



C __ C
a = Wy

Score-CAM =2) (MHojLh

Score-CAM weight
% Score-CAM weight A| 4 A

@ OFX|S} feature map= upsampling®t =, nomalize S S A activation map (H )= A=t
@ 2= 0|0|X| 2fpixel (point)E =4l AL TIHSH (x - Hf) AH=T
® (X -HHENEZZ HMZ basline image (017 | A= 0) S WA weight W, ) AtET
O ;..

© . .2
Wi = C(AY) = f(X - Hf) — f(X})

o
where, H = S(Up(A )

I . f(Xp) = 0 (black image)

'
11 & output

CNN

A = I WY A} 59 feature map

Up = upsampling
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® Point-wise manipulation
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Reference: Wang, H., Wang, Z., Du, M., Yang, F., Zhang, Z., Ding, S., ... & Hu, X. (2020). Score-CAM: Score-weighted visual explanations for convolutional neural networks.
In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition workshops (pp. 24-25).
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Reference: Wang, H., Wang, Z., Du, M., Yang, F., Zhang, Z., Ding, S., ... & Hu, X. (2020). Score-CAM: Score-weighted visual explanations for convolutional neural networks.
In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition workshops (pp. 24-25).
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Grad-CAM++

Figure 7. Results on multiple objects. As shown in this example,
Grad-CAM only tends to focus on one object, while Grad-CAM++
can highlight all objects. Score-CAM further improves the quality
of finding all evidences.

Figure 1. Visualization of our proposed method, Score-CAM,
along with Grad-CAM and GrdCAM++. Score-CAM shows
higher concentration at the relevant object.

Reference: Wang, H., Wang, Z., Du, M., Yang, F., Zhang, Z., Ding, S., ... & Hu, X. (2020). Score-CAM: Score-weighted visual explanations for convolutional neural networks.
In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition workshops (pp. 24-25).
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LFI-CAM: Leaming Feature Importance for Better Visual Explanation LFI-CAM: Learning Feature Importance for Better Visual Explanation

KH Lee, C Park, J Oh, N Kwak - Proceadings of the IEEE __., 2021 - openaccess.thecvf.com
.. Inthis section, we introduce LFI-CAM which is trainable for image classification and visual
explanation in an end-to-end manner. LFI-CAM is composad of the attention branch and . Kwang Hee Lee'™ ™, Chaewon Park'’, Junghyun Oh">" and Nojun Kwak>

HE 2E 1= YE DZEZEME TH 32 HA : S
w A W 1= k 3Rl EE o 'Boeing Korea Engineering and Technology Center(BKETC)

2Seoul National University

Input st 2nd 3rd 4th Sth

Abstract

Class Activation Mapping (CAM) is a powerful tech-
nique used to understand the decision making of Convolu-
tional Neural Network (CNN) in computer vision. Recently,
there have been attempts not only to generate better vi-
sual explanations, but also to improve classification perfor-
mance using visual explanations. However, previous works
still have their own drawbacks. In this paper, we propose a
novel architecture, LFI-CAM ***(Learning Feature Impor-
tance Class Activation Mapping), which is trainable for im-
age classification and visual explanation in an end-to-end
manner. LFI-CAM generates attention map for visual ex-
planation during forward propagation, and simultaneously
uses attention map to improve classification performance
through the attention mechanism. Feature Importance Net-
work (FIN) focuses on learning the feature importance in-

Reference: Lee, K. H., Park, C., Oh, J., & Kwak, N. (2021). LFI-CAM: Learning Feature Importance for Better Visual Explanation.
In Proceedings of the IEEE/CVF International Conference on Computer Vision (pp. 1355-1363).

Copyright © 2022, All rights reserved. - 46 - E Data Mlﬂlng
ob Quality Analytics




LFI-CAM

LFECAM 2=

% Perception Branch@} Attention Branch2 LI+0{% 2 & L5 X|H

< Perception Branch: <=l EX M == 8l 257 0|5 =

< Attention Branch: Attention map= =0 & 22 45 20 282 &

Feature Map Alttention Mechanism
Ll -
. Backbone o| 5 |, Probability
Feature Extractor 3| & Scoe
=
Input Image
i -
. i1}
: =
: i c
: Feature T Sfr' .
: Importance "3 - -
Attention Map Network E Weighted -

Overlapped Result  : & Sum  :
] = :  Attention Map
. il :

Attention Branch
(Learning Feature Importance)
Copyright © 2022, All rights reserved. - 47 - E Data Mlﬂlng
b Quality Analytics



LFI-CAM

LFI-CAM T-2&
< Perception Branch: <=l EX ¥ == 8l 257 0|5 =
1. YEPEOI CNN 220 OFEX|EF Convolutional LayerE S1tet EEME =
Perception Branch 1 Rg|;|5_| 5%"::'." _j':_%
. Backbone . §_§__Probability
Feature Extractor g o Soom
Input Image

Attention Map
Overlapped Result

Copyright © 2022, All rights reserved.

Feature

Importance
Network

S

asuepoduw) ainjeay

Attention Branch
(Learning Feature Importance)

- 48 -

Weighted =

um

Attention Map

N

Data Mining
Quality Analytics



LFI-CAM

LFECAM 2=

K/

< Attention Branch: Attention map= =4l =5 2 45 & ol-o'” =
2. 9 SEE grayscale= H o|0|X

Attention map= At&E%t

Perception Branch

Attention Map

Importance

Network

Feature Map Altention Mechanism
T gl
Backbone 1 o (D1 | S| 3 Probability
> I . . :
Feature Extractor ! l MEIHE
1 x
Input Image : :
! qg i
2 Feature S8 T 3! Attention Map 4= LA, JE— '
S(Fiﬂ.st}l :
M Feature 5;‘.' 1 L 1 ‘

Sum

Overlapped Result :
:  Attention Map

asuepoduw) ainjeay

Attention Branch
(Learning Feature Importance)

Copyright © 2022, All rights reserved. -49 -

Data Mining
o.:.b Quality Analytics



LFI-CAM

LFFCAM 72=
% Perception Branch@} Attention Branch2 LI+0{% 2 & L5 X|H

3. AH=SSH Attention mapdt OFX|2F convolutional layerE &1kt feature map=

S H = == A5
2t & 257 0|5 A

* <
Perception Branch 3. 2R 05 A
Ll -
. Backbone o| S|, Probability
Feature Extractor 3| i Scoe
=
Input Image
- :
@ .
= . 'L

i £ :
Feature a lIs i 1 E
Importance "3 - -
Attention Map Network E Weighted :
Overlapped Result s Sum &

4 :  Attention Map
m -

Attention Branch
(Learning Feature Importance)
Copyright © 2022, All rights reserved. - 50 - E Data Mlﬂlng
ob Quality Analytics



. - — —
el Al Z0|| M 0|0 ZQBNE HES JEXf RFARESHS 310
— o T = o = - o= = —
Grad-CAM Grad-CAM++  Score-CAM ABN LFI-CAM
©
=
]
2
©
o
o
g
k7
©
4
k.
e
Q
s,
2
B
2
]
2
S
Figure 3. Visual explanation results of various methods on ImageNet. Notably, LFI-CAM always highlights the true class object correctly
and in a more focused manner. For instance, LFI-CAM’s tiger cat, streetcar, and toilet seat attention maps are tighter and focused on the
salient features of the true class than any other methods. Additional results are provided in the supplementary material.
Reference: Lee, K. H., Park, C., Oh, J., & Kwak, N. (2021). LFI-CAM: Learning Feature Importance for Better Visual Explanation.
In Proceedings of the IEEE/CVF International Conference on Computer Vision (pp. 1355-1363).
Copyright © 2022, All rights reserved. - 51 - E Data Mlmng
b Quality Analytics



LFI-CAM

LFLCAM Z1}

X/

% LFI-CAM Z1}-Ct=s 24K

- C}5 ZiH|0f| CHSH 25| 0l A = LFI-CAMO| CHE 23 CiH| I /450

=0 O &
OO |-<'5NICEEEI'OI

Grad-CAM Grad-CAM++  Score-CAM

—
©
o
S
L
D

prer

Reference: Lee, K. H., Park, C., Oh, J., & Kwak, N. (2021). LFI-CAM: Learning Feature Importance for Better Visual Explanation
In Proceedings of the IEEE/CVF International Conference on Computer Vision (pp. 1355-1363)
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